Inversion of Marine Radar Images for Surface Wave Analysis
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ABSTRACT

A method to estimate sea surface elevation maps from marine radar image sequences is presented. This method is the extension of an existing inverse modeling technique to derive wave spectra from marine radar images, which assumes linear wave theory with temporal stationarity and spatial homogeneity of the observed sea surface elevation. The proposed technique to estimate wave elevation maps takes into account a modulation transfer function (MTF), which describes the radar imaging mechanisms at grazing incidence and horizontal polarization. This MTF is investigated and empirically determined by wave measurements and numerical simulations. The numerical simulations show that shadowing is the dominant effect in the radar imaging mechanism at grazing incidence and horizontal polarization. Further comparisons of wave spectra, as well as comparisons of the wave height probability distributions obtained by the wave elevation maps and the corresponding buoy measurements with the theoretical Rayleigh distribution, confirm the applicability of the proposed method.

1. Introduction

It is known that under various conditions signatures of the sea surface are visible in the near range (<3 nmi) of marine radar images. These signatures are known as sea clutter because they are undesirable for navigation purposes and generally suppressed by filter algorithms. Sea clutter is mainly due to the backscatter through Bragg resonance with ocean waves of wavelengths similar to that of the transmitted electromagnetic waves. The longer waves become visible in the radar images because they modulate the sea clutter signals. The modulation is a nonlinear process mainly affected by three effects: hydrodynamic modulation (HM), tilt modulation (TM), and shadowing (SH), where HM describes the modulation of the energy of the ripples by the interaction with the longer waves, TM the modulation due to the changes of the effective incidence angle along the long wave slope, and SH the partially shadowing of the sea surface by higher waves (Lee et al. 1995; Plant and Keller 1990; Wenzel 1990). Hence the sea clutter radar image intensities do not map on a one-to-one scale the ocean surface elevation. Since marine radar systems give the opportunity to scan the sea surface with high temporal and spatial resolution (see Fig. 1), it allows monitoring of the sea state (Young et al. 1985; Ziemer and Rosenthal 1991; Nieto Borge et al. 1999b; Nieto Borge and Guedes Soares 2000; Hessner et al. 2001). The objective of the present paper is to demonstrate the ability to invert sea clutter images into sea surface elevation maps, which are estimations of the waves imaged by the radar. This inversion scheme allows the investigation of single wave properties, such as, for example, wave height and crest steepness. This is especially of importance for the investigation of rogue waves (singular appearing wave phenomenon that cannot be described by common wave statistics). The rest of the paper is organized as follows. Section 2 gives a short review of the inverse modeling technique for the determination of directional wave spectra from marine ra-
dar imagery. Section 3 discusses the empirical modulation transfer function (MTF) that has been applied. Here results from experimental data and theoretical investigations by means of numerical simulations are presented. In section 4 the scheme of the inversion technique is given. In section 5 a method for the estimation of wave height probability distribution from temporal sequences of 2D wave fields is presented. Summary and conclusions are given in section 6.

2. Wave spectrum estimation

To derive sea state parameters from sea clutter time series \( g(\mathbf{r}, t) \) the concept of sea state is taken into account, which is based on linear wave theory and assumes spatial homogeneity and temporal stationarity of the wave field. Under these assumptions, sea states are described as a Gaussian zero-mean random processes varying in space \( \mathbf{r} = (x, y) \) and time \( t \), with vertical wave elevations over the mean sea level \( \eta \) having the following spectral representation:

\[
\eta(\mathbf{r}, t) = \int_{k_w} \exp[i \mathbf{k} \cdot \mathbf{r} - \omega t] dZ(\mathbf{k}, \omega),
\]

where \( \mathbf{k} = (k_x, k_y) \) is the wavenumber vector, \( \omega \) is the angular frequency, \( dZ(\mathbf{k}, \omega) \) is the random complex amplitude, and the integration domain \( \Omega_{k_w} \) is defined as the admissible range of \( k \) and \( \omega \) for swell and wind sea states. Hence the 3D wave spectrum is defined as \( \chi(\mathbf{k}, \omega) = E[dZ(\mathbf{k}, \omega)d\mathbf{Z}^*(\mathbf{k}, \omega)] \), where \( E \) is the expectation operator, and the superscript \( * \) indicates the complex conjugate. Assuming the linear wave theory, ocean surface waves are dispersive with a dispersion relation given by

\[
\omega = \omega(\mathbf{k}) = \sqrt{gk \tanh(kh)} + \mathbf{k} \cdot \mathbf{U},
\]

where \( k = ||\mathbf{k}|| \), \( g \) is the acceleration due to gravity, \( h \) is the water depth, and \( \mathbf{U} = (U_x, U_y) \) is the surface current.

The Fourier decomposition of sea clutter time series \( g(\mathbf{r}, t) \) provides 3D image spectra [denoted here as \( \gamma(\mathbf{k}, \omega) \)], rather than 3D wave spectra \( \chi(\mathbf{k}, \omega) \). To estimate \( \chi(\mathbf{k}, \omega) \) from the image spectrum, an inverse modeling technique has to be applied to select the wave spectral components within \( \gamma(\mathbf{k}, \omega) \) (Hessner et al. 1999). The basic steps to estimate the wave spectra are as follows.

1) The current is derived by determining the deviation between the measured dispersion relation and the theoretical dispersion relation for linear surface waves (Young et al. 1985). Here an improved method has been applied, which also takes into account aliasing wave signals and signals due to higher harmonics (Senet et al. 2001). This improvement allows the system to be used on board moving ships. In this case, the determined current is due to the relative motion between the radar (ship) and the wave field. The surface current is then the deviation between relative motion and ship speed. Note that for the determination of the wave spectrum, only the relative motion is relevant.

2) The wave spectral components are filtered. Taking into account the dispersion relation for linear gravity waves [Eq. (2)], the 2D filtered image spectrum is estimated as (Young et al. 1985)

\[
\Psi_{\alpha}(\mathbf{k}) = \int_{\omega=0} \gamma(\mathbf{k}, \omega) \delta(\omega - \omega(\mathbf{k})) d\omega,
\]

where \( \delta(\alpha - \alpha_n) \) is the Dirac’s delta. In the discrete space the width of the filter depends on the frequency and wavenumber resolutions, which are related to the length of the image time series and the size of the analysis area, respectively. Note that in the following when we refer to the image spectrum, \( \Psi_{\alpha}(\mathbf{k}) \) is considered.

3) Significant wave height is estimated. In contrast to in situ wave measurements (e.g., buoys), the significant wave height \( H_s \) cannot be in fact directly determined from marine sea clutter images. The first method to obtain wave height information from radar imagery was proposed by Alpers and Hasselmann (1982). For SAR imagery, they proposed that the significant wave height is proportional to the signal-to-noise ratio (SNR) of the radar backscatter. This method was validated by Plant and Zurk (1997). This idea was first applied to marine radar image sequences by Ziemer and Günther (1994). In contrast to the application for SAR imagery, the SNR for marine radar images were obtained from the 3D image spectrum by means of a dispersion relation. Since the first application of this empirical correlation, the definition of SNR has been improved (Nieto Borge 1998). The capability of this method has been demonstrated in several field experiments (Nieto...
For grazing incidence, there is an alternative method to estimate $H$, based on shadowing statistics proposed by Wenzel (1990). This method was validated by Henschel et al. (1995) and Buckley and Aler (1997, 1998).

3. Modulation transfer function

For horizontal polarization and at grazing incidence, a difference between the image spectra from marine radar imagery and the corresponding spectra from in situ sensors can be observed. This difference is due to the radar wave imaging mechanisms like, for example, shadowing and/or tilt modulation (Nieto Borge 1997; Seemann et al. 1997). By using an MTF, this difference can be minimized (Plant 1988; Ziemer and Günther 1994).

Figure 2a shows an example of a normalized wave spectrum from a buoy record (thin solid line) and the corresponding normalized spectrum inferred from the radar measurements. The dotted line refers to the spectrum derived without an MTF (here called image spectrum) and the thick solid line refers to the spectrum derived with an MTF (here called wave spectrum). A significant difference of the normalized energy can be seen especially for high wavenumbers. The empirical determination of the MTF is described in the following section.

a. Modulation transfer function derived from in situ measurements

The empirical modulation transfer function can be determined by

$$| \mathcal{M}(k) |^2 = F_r(k) F_w(k),$$

(4)

where $F_r(k)$ is the 1D wavenumber spectrum derived from the radar measurements:

$$F_r(k) = \int_{-\pi}^{\pi} \Psi_r[k(k, \theta)] k d\theta,$$

(5)

and $F_w(k)$ is the corresponding spectrum derived from the frequency spectrum $S(\omega)$ obtained from heavy wave series measured by in situ sensors:

$$F_w(k) = \int S(\omega(k)) \frac{d\omega}{dk}.$$  

Equation (6) is valid for those cases where the Doppler shift effect in frequency due to a current is negligible.

To determine the $| \mathcal{M}(k) |^2$ shape, a measuring campaign was carried out in the Bay of Biscay, in a deep water area ($h = 600$ m) close to the Spanish northern coast. Two different measuring devices were used: a pitch–roll WaveScan buoy as the reference in situ sensor, and a WaMos II (Wave Monitoring System), an operational commercial system developed specifically to measure sea states with standard marine radars (Dittmer 1995). Analyzing the measurements, a power decay law for the transfer function was determined, $| \mathcal{M}(k) |^2 \propto k^\beta$, giving a mean value of the exponent $\beta$ was greater than 1 in most of the cases (see Fig. 2b and Table 1), presenting a mean value $\beta = 1.2$. To obtain more information about $| \mathcal{M}(k) |^2$, numerical simulations of sea clutter time series have been carried out.

b. Modulation transfer function estimation from numerical simulations

1) Numerical simulation of sea clutter images

To derive some of the marine radar imaging properties a numerical stochastic simulation model of the sea surface has been used. Assuming the linear wave model, and considering a known directional wave spectrum...
Table 1. Fitted values for the transfer function exponent $\beta$. The obtained mean value is $\bar{\beta} = 1.2$. In addition, the table contains the estimated values of the significant wave height $H_s$ and peak period $T_p$ from the buoy records (WaveScan) and from the marine radar (WaMoS II). The data were measured in the Bay of Biscay close to the Spanish northern coast in deep waters ($h \approx 600$ m). The WaMoS II system was connected to the navigation radar on board the maritime rescue vessel *Golfo de Vizcaya*.

<table>
<thead>
<tr>
<th>Data and time (UTC)</th>
<th>$H_s$ (m) (WaveScan)</th>
<th>$H_s$ (m) (WaMoS II)</th>
<th>$T_p$ (s) (WaveScan)</th>
<th>$T_p$ (s) (WaMoS II)</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1155 UTC 9 Feb 1995</td>
<td>2.3</td>
<td>2.4</td>
<td>10.8</td>
<td>11.8</td>
<td>1.21</td>
</tr>
<tr>
<td>1158 UTC 9 Feb 1995</td>
<td>2.3</td>
<td>2.5</td>
<td>10.8</td>
<td>12.9</td>
<td>1.01</td>
</tr>
<tr>
<td>1200 UTC 9 Feb 1995</td>
<td>2.3</td>
<td>2.2</td>
<td>10.8</td>
<td>12.9</td>
<td>1.25</td>
</tr>
<tr>
<td>1203 UTC 9 Feb 1995</td>
<td>2.3</td>
<td>2.7</td>
<td>10.8</td>
<td>10.8</td>
<td>1.32</td>
</tr>
<tr>
<td>1206 UTC 9 Feb 1995</td>
<td>2.3</td>
<td>2.8</td>
<td>10.8</td>
<td>11.9</td>
<td>1.21</td>
</tr>
<tr>
<td>1500 UTC 9 Feb 1995</td>
<td>1.9</td>
<td>2.2</td>
<td>10.4</td>
<td>11.5</td>
<td>1.28</td>
</tr>
<tr>
<td>1502 UTC 9 Feb 1995</td>
<td>1.9</td>
<td>1.8</td>
<td>10.4</td>
<td>12.1</td>
<td>1.25</td>
</tr>
<tr>
<td>1505 UTC 9 Feb 1995</td>
<td>1.9</td>
<td>1.7</td>
<td>10.4</td>
<td>11.7</td>
<td>1.11</td>
</tr>
<tr>
<td>1508 UTC 9 Feb 1995</td>
<td>1.9</td>
<td>2.3</td>
<td>10.4</td>
<td>11.5</td>
<td>1.28</td>
</tr>
<tr>
<td>1511 UTC 9 Feb 1995</td>
<td>1.9</td>
<td>2.2</td>
<td>10.4</td>
<td>12.1</td>
<td>1.17</td>
</tr>
<tr>
<td>1514 UTC 9 Feb 1995</td>
<td>1.9</td>
<td>2.1</td>
<td>10.4</td>
<td>09.6</td>
<td>1.19</td>
</tr>
<tr>
<td>1200 UTC 13 Feb 1995</td>
<td>4.7</td>
<td>5.1</td>
<td>16.5</td>
<td>16.0</td>
<td>0.99</td>
</tr>
<tr>
<td>1202 UTC 13 Feb 1995</td>
<td>4.7</td>
<td>4.8</td>
<td>16.5</td>
<td>14.7</td>
<td>1.01</td>
</tr>
<tr>
<td>1205 UTC 13 Feb 1995</td>
<td>4.7</td>
<td>4.6</td>
<td>16.5</td>
<td>13.7</td>
<td>1.25</td>
</tr>
<tr>
<td>1208 UTC 13 Feb 1995</td>
<td>4.7</td>
<td>4.9</td>
<td>16.5</td>
<td>13.9</td>
<td>1.37</td>
</tr>
<tr>
<td>1211 UTC 13 Feb 1995</td>
<td>4.7</td>
<td>4.6</td>
<td>16.5</td>
<td>15.5</td>
<td>1.22</td>
</tr>
<tr>
<td>1214 UTC 13 Feb 1995</td>
<td>4.7</td>
<td>4.5</td>
<td>16.5</td>
<td>16.6</td>
<td>1.24</td>
</tr>
<tr>
<td>1500 UTC 14 Feb 1995</td>
<td>4.3</td>
<td>4.0</td>
<td>14.4</td>
<td>14.3</td>
<td>1.04</td>
</tr>
<tr>
<td>1502 UTC 14 Feb 1995</td>
<td>4.3</td>
<td>4.1</td>
<td>14.4</td>
<td>15.0</td>
<td>1.22</td>
</tr>
<tr>
<td>1504 UTC 14 Feb 1995</td>
<td>4.3</td>
<td>4.5</td>
<td>14.4</td>
<td>15.2</td>
<td>0.97</td>
</tr>
<tr>
<td>1508 UTC 14 Feb 1995</td>
<td>4.3</td>
<td>4.4</td>
<td>14.4</td>
<td>14.2</td>
<td>1.21</td>
</tr>
<tr>
<td>1511 UTC 14 Feb 1995</td>
<td>4.3</td>
<td>4.3</td>
<td>14.4</td>
<td>14.7</td>
<td>1.23</td>
</tr>
<tr>
<td>1514 UTC 14 Feb 1995</td>
<td>4.3</td>
<td>3.8</td>
<td>14.4</td>
<td>15.0</td>
<td>1.08</td>
</tr>
</tbody>
</table>

$\Psi(k)$, the simulated wave elevation $\eta(r, t)$ is calculated as (Nieto Borge 1997)

$$\eta(r, t) = \sum_{m=1}^{N} \sum_{n=1}^{N} \hat{A}_{mn} \cos[k_{mn} \cdot r - \alpha \sigma(k_{mn}) t - \varphi_{mn}],$$

(7)

where $\varphi_{mn}$ are uniformly distributed random phases on the interval $[-\pi, \pi]$ and the amplitudes are given by $\hat{A}_{mn} = \sqrt{2\nu} \sigma(k_{mn}) \Delta k_x \Delta k_y$, being $\nu \Psi(k)/\Psi(k)$ a $\chi^2$-distributed random variable. This work used $\nu = 2$ for the number of degrees of freedom.

For far-range and horizontal polarization, geometrical optics approximation is assumed (Plant and Keller 1990). Hence, for grazing incidence the local incidence angle on an illuminated facet (which is related to the radar resolution cell located at point $r$ and at time $t$) is $\theta_s(r, t) = \tan^{-1} \{R(r)/[\Delta - \eta(r, t)]\}$, where $R(r)$ is the range and $\Delta$ is the antenna height over the sea level (see Fig. 3). The facet will be shadowed to the antenna if another facet [located at the point $r'$, with $R' = R(r') < R(r)$, at the same azimuthal angle than $r$] has a local incidence angle $\theta'_s = \theta_s(r') \approx \theta_s(r, t)$. The simulated shadowed image is given by (Nieto Borge 1997)

$$\sigma_{\eta}(r, t) = \begin{cases} \sigma(r, t), & \text{if no shadowing occurs} \\ 0, & \text{otherwise}, \end{cases}$$

(8)

where $\sigma(r, t)$ is obtained by rescaling the values of $\eta(r, t)$ into 256 gray levels (1 unsigned byte). Note that $\sigma(r, t)$ is only a first-order approximation of the digital radar output, as the radar intensity is not proportional to the wave height. Nevertheless, this is an adequate assumption for our investigation, as hydrodynamic and tilt modulation have a minor impact on the imaging mechanism compared to shadowing at grazing incidence (Lee et al. 1995; Seemann 1997).

At grazing incidence, the tilt modulation depends on each facet orientation and facet range (Nieto Borge 1997). This effect is simulated by using the scalar product between the 3D unit exterior normal vector $\mathbf{n}(r, t)$ to the simulated surface, and the 3D unit vector from the facet to the antenna, $\mathbf{u}(r, t)$ (see Fig. 3). Analytically, the normal exterior vector is given by $\mathbf{n} = (\mathbf{p}_x \times \mathbf{p}_y \times \mathbf{p}_z)$, where $\mathbf{p}_x = (1, 0, \partial \eta/\partial x)$ and $\mathbf{p}_y = (0, 1, \partial \eta/\partial y)$ are the 3D tangent vectors on the surface.

Fig. 3. Scheme showing the geometrical method to simulate wave shadowing. A wave facet, at range $R$, is shadowed to the antenna if there is another facet in the same azimuthal angle with $R' < R$, for which $\theta'_s < \theta_s$. In addition, the figure shows the mechanism to simulate tilt modulation at grazing incidence by using the scalar product of the 3D unit wave surface exterior vector $\mathbf{n}$ and the 3D unit vector from the sea surface to the antenna $\mathbf{u}$. 

```
FIG. 4. Results of the sea state simulation of a rectangular area located 300 m off the antenna: (a) sea surface elevation where grayscale corresponds to $\eta$, (b) corresponding shadowing mask assuming an antenna 20 m above sea level, (c) simulated sea clutter image assuming shadowing and radar backscatter proportional to the surface elevation, and (d) simulated sea clutter image where additional tilt modulation has been applied. The arrow indicates the radar look direction.

$\eta(r, t)$. Hence, the tilt simulated image is given by the factor $T(r, t) = n(r, t) \cdot u(r, t)$

$$\sigma_{im}(r, t) = \begin{cases} T(r, t), & \text{if } T(r, t) > 0 \text{ and } \sigma_{im}(r, t) \neq 0 \\ 0, & \text{otherwise.} \end{cases}$$  

(9)

Finally, the $\sigma_{im}(r, t)$ values are coded with 256 gray levels. Figure 4 illustrates the results of a sea state simulation for a 2560 m $\times$ 2560 m area. The simulation was carried out for a Wallops spectrum with $H_s = 4$ m and a peak frequency $f_p = 0.08$ Hz. The upper-left panel shows the sea surface elevation where the light areas correspond to wave crest and the black areas to wave troughs. The upper-right panel shows the corresponding shadowing mask for an antenna at 300-m distance and 20 m above the mean sea level. Here black (white) indicates shadowed (illuminated) areas. The lower-left panel shows the combination of sea surface elevation and the shadowing mask, which represents the first-order approximation of the radar image. In the lower-right panel, the tilt modulation is also taken into account.

2) MODULATION TRANSFER FUNCTION DERIVED FROM NUMERICAL SIMULATIONS

To estimate the transfer function $|\mathcal{M}(k)|^2$, a set of numerical simulations has been carried out. Different sea state conditions were considered by applying different theoretical frequency spectra: Wallops (Huang 1981) for swell cases and JONSWAP for wind sea cases. For the directional spreading function $D(\omega, \theta)$, a squared cosine distribution was used:

$$D(\omega, \theta) = \frac{2^{2s-1}}{\pi} \frac{\Gamma^2(s + 1)}{\Gamma(2s + 1)} \cos^2\left(\frac{\theta - \bar{\theta}}{2}\right),$$  

(10)

where $\Gamma$ is the gamma function, and the mean wave direction is given by $\bar{\theta}$. The parameter $s$ leads the angular spreading; $s$ is a function of the wave frequency.
TABLE 2. Angular spreading $s_{\text{max}}$ for the numerical sea state simulations of swell and wind sea.

<table>
<thead>
<tr>
<th>Sea state</th>
<th>Peak frequencies [Hz]</th>
<th>$s_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swell</td>
<td>0.08, 0.09</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>25</td>
</tr>
<tr>
<td>Wind sea</td>
<td>0.1, 0.12, 0.14</td>
<td>10</td>
</tr>
</tbody>
</table>

$\omega = \omega/2\pi$. The parameterization for the function $s(f)$ given by Mitsuyasu et al. (1980) has been used,

$$s(f) = s_{\text{max}}\left(\frac{f}{f_p}\right)^\mu,$$

where $\mu$ has two different values depending on the wave frequency:

$$\mu = \begin{cases} 5, & \text{when } f \leq f_p \\ -2.5, & \text{when } f > f_p. \end{cases}$$

For our simulations, three different values of significant wave height (2, 4, and 6 m) have been used for swell and wind sea cases. In addition, the angular spreading for the peak frequency was obtained taking into account empirical values of $s_{\text{max}}$ determined for swell and wind sea (Goda 2000; Sorensen 1993). The used values of $s_{\text{max}}$ are given in Table 2.

For each sea state, 400 simulations with random phases and random amplitudes were carried out. For each simulation, $\beta$ was determined by taking shadowing only and shadowing plus tilt modulation into account. Mean and variance of $\beta$ for swell and wind sea are summarized in Table 3. Figure 5 shows the resulting power decay for $|M(k)|^2$ for (Fig. 5a) a swell simulation and for (Fig. 5b) a wind sea simulation. Independent of the input wave spectra and the sea state parameters used for the simulations, $\beta$ was found in the range of 1.2, which coincides with the result of the measurements presented before. The found values for $\beta$ do not differ significantly if, in addition to shadowing, tilt modulation is taken into account. Hence, for grazing incidence and horizontal polarization, shadowing can be considered to be the dominant effect causing the differences between wave and image spectrum at high wavenumbers. Further we assume that effect of the variability of $\beta$ is small enough and can be neglected. Hence we consider $\beta = \text{constant} = 1.2$.

4. Image inversion

Using the empirical MTF derived above, it is possible to invert the sea clutter time series to estimate the waves imaged by the radar. The proposed method can be described in the following steps.

1) The 3D Fourier decomposition of the sea clutter time series $g(r, t)$ is computed and their image amplitude and phase spectra, $A_g(k, \omega)$ and $\varphi_g(k, \omega)$, respectively, are estimated.

2) The high-pass filter of the spectra, $A_g(k, \omega)$ and $\varphi_g(k, \omega)$, eliminates long-range dependence modulation effects, as the radar intensity power decay law with the range. Here an angular cutoff frequency of $\omega_{\text{cut}} = 0.188\text{ rad s}^{-1}(f_{\text{cut}} \approx 0.03\text{ Hz})$ is used. Note that there are modern marine radars that already correct the range dependence (STC correction). Using this kind of modified radar data is not recommended because the modification has an unknown influence on the calibration.

3) The passband filter of the spectra extracts the wave-related components of $A_g(k, \omega)$ and $\varphi_g(k, \omega)$. Therefore, the relative motion between the radar and the wave field is determined first (see section 2). The filter band width is given by the angular frequency

![Fig. 5. Modulation transfer function exponent $\beta$ derived from (a) a swell simulation and (b) for a wind–sea simulation.](image-url)
resolution $\Delta \omega$. The corresponding angular cutoff frequencies, $\omega_{\text{cut1}}$ and $\omega_{\text{cut2}}$, are functions of the dispersion relation: $\omega_{\text{cut1,2}}(k) = \omega(k) \pm \Delta \omega$.

4) The wave amplitudes $A_g(k, \omega)$ are determined by applying the inverse MTF to the filtered amplitude spectrum $A_g(k, \omega)$, where $\beta = 1.2$ is used. Note that the nonlinear image mechanisms also affect the phases. This is mainly important for low incidence angles (in that case near range) when tilt is the dominant modulation. As we work at far range and grazing incidence, we assumed that the nonlinear effects on the phases are negligible.

5) The sea surface elevation $\tilde{\eta}(r, t)$ is reconstructed by inverse DFT using the filtered wave amplitude $A_g(k, \omega)$ and phase spectra $\varphi_g(k)$. Note that, because the wave amplitudes are not calibrated, $\tilde{\eta}(r, t)$ gives nonscaled values of the sea surface elevation.

6) Here $\tilde{\eta}(r, t)$ is scaled by using the relation $\sigma_{\tilde{\eta}} = H/4$, where $\sigma_{\tilde{\eta}}$ is the standard deviation of the wave elevation, and $H$ is derived from the SNR radar measurement (see section 2). Hence the calibrated estimation of the sea surface elevation $\eta(r, t)$ is given by

\[
\eta(r, t) = c \tilde{\eta}(r, t), \quad \text{with } c = \frac{H}{4\sigma_{\tilde{\eta}}},
\]

where $\sigma_{\tilde{\eta}}$ is the standard deviation of $\tilde{\eta}(r, t)$.

Figure 6 shows an example of a temporal sequence of wave elevation maps synthesized by using the scheme described above. The sea clutter images were obtained at 2000 UTC 10 February 2000 by the permanent WaMoS II station Cabo de Peñas, which is located in the northern coast of Spain. The mean water depth is about $h = 45$ m. The distance between the radar antenna and the shown area is about 2000 m. The antenna is located at 100 m above the mean sea level. The sampling time of the image sequence (i.e., the antenna rotation period) is 1.8 s. The WaMoS II determined for this dataset a significant wave height of 1.3 m, with a peak period of 8.6 s and a peak wavelength of 115 m. Two wave systems can be found with propagation directions...
5. Estimation of wave height probability distribution function

From the wave elevation maps $\eta(r, t)$, it is possible to derive the probability density function (PDF) of wave heights. For buoy wave records (e.g., wave elevation time series), wave heights can be determined from the zero-up crossing method, and therefore the wave height PDF can be estimated. A multidimensional generalization of the zero-up crossing method is difficult to carry out, mainly when the wave fields are composed of several single wave systems with different propagation directions. For those cases when there is not an evident dominant wave propagation direction, it is not obvious what transect should be chosen to determine the wave heights.

For the unidimensional case, an alternative solution to determine the wave height PDF is based on the use of the wave envelope (Rice 1958; Longuet-Higgins 1986) and its determination by the Hilbert transform. Therefore, the wave elevation $\eta(t)$ is factorized as $\eta(t) = a(t) \cos(\phi(t))$, where $a(t)$ is the instantaneous amplitude and $\phi(t)$ is the instantaneous phase. Those are given, respectively, by

$$ a(t) = \sqrt{\eta^2(t) + \bar{\eta}^2(t)}; \quad \phi(t) = \tan^{-1}\left[\frac{\bar{\eta}(t)}{\eta(t)}\right] \tag{14} $$

where $\bar{\eta}(t)$ is the Hilbert transform of $\eta(t)$.

When $\eta$ is a Gaussian process, the amplitude $a$ is Rayleigh distributed. In addition, when $\eta$ as a narrow-banded process, it is possible to determine the wave height probability assuming that the wave height is twice the amplitude. Hence, by transforming the random variable $a$ into $H = 2a$ in the PDF of wave amplitudes, the wave height PDF is a Rayleigh-distributed variable as well (Longuet-Higgins 1986; Ochi 1998; Goda 2000).

To generalize this idea to three dimensions, it is necessary to estimate the local and instantaneous amplitude $a(r, t)$. For higher dimensions, there is not a unique definition of the Hilbert transform. This work uses the generalization proposed by Stark (1971). Hence, the so-called 3D total Hilbert transform $\hat{\eta}(r, t)$ is given by

$$ \hat{\eta}(r, t) = \frac{1}{\pi^3} \int_{\mathbb{R}^3} \frac{\eta(\lambda, \tau)}{(x - \lambda_x)(y - \lambda_y)(z - \lambda_z)(t - \tau)} d\lambda_x d\lambda_y d\lambda_z d\tau, \tag{15} $$

where $\mathbb{P}$ stands for the Cauchy’s principal value of the integral, and $\lambda = (\lambda_x, \lambda_y, \lambda_z)$ is defined in the same spatial domain as $r$. Therefore, the wave elevation image time series $\eta(r, t)$ is factorized as $\eta(r, t) = a(r, t) \cos(\phi(r, t))$, where $a(r, t)$ is the local and instantaneous amplitude and $\phi(r, t)$ the local and instantaneous phase.
6. Summary and conclusions

The proposed inversion method allows us to estimate sea surface elevation maps from sea clutter images acquired by marine radar. This method represents an extension of an existing technique to estimate wave spectra from temporal sequences of marine radar images. It is based on the linear wave theory and assumes the wave field homogeneous in space and stationary in time.

To develop this inversion technique, an investigation was carried out to determine empirically the modulation transfer function (MTF) for marine radar measurements (grazing incidence and horizontal polarization). This MTF was obtained by using marine radar measurements and reference buoy. The MTF was fitted to a power decay law of wavenumbers, where the MTF exponent \( \beta \) presents a mean value of 1.2. To obtain additional information about the main imaging mechanisms responsible of the radar imagery, various numerical simulations of swell and wind sea were carried out. For each sea state simulation, the respective radar image was determined assuming shadowing only and shadowing plus tilt modulation. For all the cases, the same type of power decay law was found, with similar fit values of \( \beta \). In addition, the simulation results showed that shadowing had a major influence and tilt modulation only a minor influence on MTF. These results allows to consider \( \beta = \text{constant} = 1.2 \).

The inversion scheme was applied to another dataset, which was not used for the previous investigation of MTF and its \( \beta \) exponent. The comparison of the wave spectrum obtained from a buoy record and from the estimated wave elevation maps show good agreement, which supports the \( \beta = 1.2 \) assumption.

The overlaid plot of the radar backscatter and the corresponding estimation of the wave elevation map along a transect demonstrated the capability of the method to remove the shadowing. It also demonstrated the possibility to investigate single wave properties in space.

For an additional validation of the inversion method, the wave height probability density function was determined from the wave elevation maps and a reference buoy. As there is no existing standard technique to determine wave height from spatial data, a general solution based on the use of the total 3D Hilbert transform was presented. The total Hilbert transform allows an estimate of the local and instantaneous wave envelope and hence the wave height probability density function, assuming the wave field as a narrowbanded process. To compare the results with buoy data the corresponding wave elevation time series were analyzed by means of the standard zero-up crossing method, as well as by the instantaneous wave envelope computed from the 1D Hilbert transform. The results also show a good agreement with the theoretical Rayleigh distribution.

As a final remark, it should be mentioned that the inversion method described in this paper is based on an empirical estimation of the MTF, which has been derived...
from normalized spectra. Hence the amplitudes of the wave spectrum and wave elevation maps resulting from the inversion scheme are estimated using the SNR calibration of the radar. For future investigations, an expanded the knowledge of the radar imaging mechanisms for grazing incidence and horizontal polarization will be important in order to obtain a more sophisticated MFT including both phase and amplitude spectra. This would also improve the proposed inversion scheme.
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